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A COMPARISON or CUBE TYPE
AND DATA MANIPULATOR TYPE NETWORKS

Rolevi J. MeMilem @no Henerd Jay Sictel

School of Electrical Engineering
Purdue U~niversity

West Lafayette, IN 47907 USA

NAb@Wm* 0

The Interconnection of a large somber of procesors;
and other devices to form a parallel/distribvUeomput.
ing system in a research area receiving a great deal of2 1 1 1a
attentio. One method in to use it multistage network.0
This pape compares two cim... of mulistaue networks N 5 S
by examining two representative networks: the General- T
ized Cube and the Augmented Data Manipulator. The U 44 I
two topoo~ rcmae using~ a graph theoretic T 5 6 U
aproach Byitrrtn h rpical representations
ofthe networks in different ways, different implementa-

tions result. The costs of the various impementation
we compared 'takingYS considerations into account.?
Finally, the robustns of *edifferent networks is meas-
ured and contrwAtd. '.STAGE 2 1 0

Ihe interconnectio, of a lare mber of proesr
and other devices to form a parallel/distributed compot-

*ing system is a research are receving a preat deal of STRA1014T EXCHANGE
attention. Many different approaches to the interconnec-
tin method have been pr opose and discussed including
the use of buse 1421. hierarces of buse 130(, direct links
1101, single stage networks 1161, multistage networks (7,
17, 27, 33,, and crossbars 1441. An important aspect Of LOWER UPPER

*this research is the evaluatin ad comparison of the pro- BROADCAST BROADCAST
-1 POsed approaches 14, 13. 35, 401. The conclusion most

often reaced is that the best sceme to use in a at'cu- Figure 1: (seneralized cube network for Nz. The four
la desig highly depens upon the intended aippication, Iegitiiiaf-stesof an interchiange oaeeshwn
performance requirements. and cost constraints. Once a _______________

connection metbod! is chosen g(e~g single ste network), a ScinVwl oti naaaa . h outesec
speie esin mstbe decide upon and then imple- nrtwork .exhibits.

ene.During this phone of a "esm's specification, it
is important For the designer to understanid fully the U. The Goerallsed Cube aind ADM Nsiwrs
differencess and similarties between candidate deingls. The G;eneralized Cube network Is a multistal- be
This paper is an investigation of two claise of multistage type net work topie" that was introduced as a ssndard
networks that have been considered for weir a number for comparing network topologies 1841. Assume the net.
of system. In particular, this work is part of a network swwk has% N inputs ad N outputs: in Fig, . ,N=. Theevaluation study for te PASM I"6 and PUMPS 181 sys- -;enralizcd Cubep topolog Ins nhg0 N stages4 where
tem. each stagr e cnts of a wet of N line connmerted to NI

The Generalized Cube and Augmented Dat Mani- itrhnebns ahitrhneh.i
pulator (ADM) newok are denled in Section 11. Their two.outpoit device. The labob o h r ovtberelain to other multisae networks described in the enWigteupradlwript 1a necag
literature is a"o dimsused. Using Itaptheory, the Not- bo itre asthe Illforthe upr dboutputs,works, topologies Will be copae nSetin M. in sec& repetively. Rach intoehang box cas be met to one of
gft TV, two imphemestetsn resulting from two different the fouir legitlimate. states show 11fl.
graph Ineprttw n will be emamined to compare the The ounetions in this network we bamsed on the
cost of emac ntwork. Here, using VLSI chips is con.- cube inlerennnetion function(4 Lot P p.....pp
sidere ad coa are compare relative to the fraction Of be the- bin-try represntation of an arbiar :N/O %-
a stage that can be impemented on one chip. Finally. lnl'el. Tli,n the n cube interconnection ountoo a be

Titl sam sas ppueud IV~ *A AirTw ts. omie.. VUUUWbUS defined as%:

11nder a" Pa. We4.U1 a a I UAW. 1141ass S0aes b 9141sas cebp. I...Ppp) =I- ..~. P .. PP
tes w isesi mW ftiisas sptIs be grwwrmmauh pwp.. *09%b- whereo 0< <a, OSP(N, n NW de ote th oup emeto
GINm12 my em 10 smeas hms pi. Thi-s meants that the to bneroncto unto

A @V for pubLIO r~ 0,126u
88 2 (28 075

A ~ ~ ~ ~ . -. -.- .L_* -7 ~ * -.- 7



switches in each stage of the data manipulator ae divided
into two groups. Each group receives an independent set

S01k of control signals and all switches in a group respond
identically. Each switching element of the ADM. 1ADM,
and Gamma networks is controlled individually. The
stage%. of the IADM and Gamma networks are traversed in
am order opposite to that of the ADM and data manipula-

2 2 2.......22 0 tor. Alm), the Gamma network's switching elements are
N U 3x3 crowbars (as opposed to selecting one input at a time).

3T None of the networks is a member of the banyan or delta
U 4 44classes. The capabilities of the Gamma network are a*. T superset of the ADM and LADM networks. It has been

shown in turn that their capabilities are a superset of all
the cube type networks a well as the data manipulator
network 1371. Data manipulator type networks, however,
are more complex than cube type networks. For example,

n a kathere are multiple paths between all nontrivial
11 b source/deutination pairs (i.e. source address 0 destination

address). The redundancy provides a degree of fault toler-
anee. A common feature of all cube type networks is that

STAGE 2 I 0 there is exactly one path through the network for each
source/destination pair. This property makes control

Figure 2: Augmented data manipulator network for N =8. schemes simple but any single failure of a link or switch
(Lowercase letters represent end-around connections.) will disallow the use of any path requiring the failed com-

pone t .
connects P to cubei(P), where cubtaP) is the I/O line Thus there exists the classic tradooff between east
whose label differs from P in just the i bit position. State and performance when choosing between the two network
i of the Generalised Cube topology contains the cube inter- types. In this paper, one representative network from eachc u .That i. it p I/O lines that differ type will be compared: the Generalised Cube sad thepairs 1e ADM. Both networks have the same number of Input andThe Ai ntwork is shown n Fig. 2 for N=8. It output ports and individual switching element control.

Routing tag schemes are available for the networks 1I,abasd on Fstof data manipulator 1121. In this network, a 24, 33, 341, so it is assumed that they ae ud to imple-ing stage ach ndeo etn of lme ts ints and the eN mCubeandkthe l

data paths that are connected to the inputs of a succeed. at Network ewr. haly
ing stage. , Each node tan connect one of its inputs to one Sm set fteGmrltdCb a h D

networks have beesompared elshere. The ability ofor more of its outputs. At stage i of the ADM network, the ADM network to perform all the functions a General-
O'i<n, tht.Srnt output o node j is connected to the input ized Cube can was demostrated in 1 71, In I II, the total
of nod(- j-2) mod N of the next stage; the econd output number of unique permutation conneetions each network
is comp;'ted .o the input of node J; an4 the third output is can perform was compared. This paper is concerned with" e,;:,nkLetd to the !spot of mode (U+ rl) mod N. Beebese
"--2c- te ij+ o- 1  () mod N .tct au comparing cost and robustmess or inherent fault tolerance.
wo (j-dti') equals (j+ mad of there are actually only Coat is examined from two points of view. The first is the

two distinct data paths insted of three from each node in common method of counting links and switching nodes. In
stage n-I (in the figre, step 2). There is an additional this case, graph theory with a consistent interpretation
set of N nodes at the output stage.

A number of systems have been proposed and/or (two are possible) i used to insure a "fair' comparison.
built that use multistage networks (e.g. S, 6, 19, 31, 3sj. The Second point of view is oriented toward VLSI eon-
Among the networks that have been proposed are the sideratioNs. Modules for each network mqirig roughly
ADM .a34, baseline 1431, binary n-cube j2], 9data manipu, the same number of pins are compred. Te chans in

olatr I12l. delta ill Gamma " 2 , GeneraiHed Cube 1341. relative cost is also examined when as much as one whole
ainverse AkM 13 ona IT, ST ARAN flip t], ad S. stage is placed on one chip. Robustness is meaured bybanyan 15. Studies have shown that the baseline, binar calculating the average number of network inuts and out-

* n-cube, L' eralized Cube, omega, STARAN lip and SW puts affeted by the removal of a nome hikh or switthing
banyan (S=F72) mtworks are all topologically equivalent element. The calulations are performed for both of the
128, 32, 37, 441. Differeaes between thus networks re graph interpretation to be defined.
due to proposed control schemes, whether or not a broad-
cst eapability is included, and the method used to m. Graph Thbeoys A oummen G und fte
sunber input sod output prts. All of these networks ,Conmrin laNhotm
-doli to the general class or ube type networks. This in Graph theory has been sed by Coke and Lipovski as

" turn is in the cm of banyan networks. They can also be the basis for defining a elm of networks called banyans
c dsi delta networks since each can be controlled 1151. The graphs used to represent then networks consist
using one digit of a control vector (or number) per stage. of nodes connected by undireled area. By definition, in a
Decomese of the similarities among these networks, a banyan there is one and only one path from input to out.
der is not faced with choosing between seven different put 1151. In this paper there is no restriction on the

twrks,.-ratlher the choie is whether or not to use a cube number of paths from Input to output.
type c etwork. It has been observed in S181 that the Generalised

data manipulator, ADM, IADM, and Gamma Cube network (Fig. I) has the graphical representation
networks ar topokloeally identical. The differences shown in Pig. 3. This gaph also reprets an SW-banya
betwee theme networks ae the control scheme, order (with S=F ). The graph an beinterpreted anumberof
aes we amersed and switch complexity. The different ways. One is to treat each nde (vertex) (a circle
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o~ i n the ligoiras a% a %witch and each are ledge) (alintrenthe
flgsare) w;~ a link. To model the netwiork's behaior under
this interpretation, the switch (node) shown in Fig. 4&

I I should on ly connect cote of the input linkit, a or b, to one of
thme outut links, c or d. An implementation based on this
int)e'rpre'tatinon. for n N input/output network, would coa-

2 2 0 sist of n~+ I stage% of N switches, with 2N lbmes between
s tages. Th'le Tif AC reconfigrable, snultimicroprouo

N3 U v13 i s~tecontains an SW-banyare constructed from switches
4'ci thi% ty p. (but that have two incoming and three outp.

P P ing links. i.e. S=2 aid F=3) 1291. A second interpretahion
U 4  4 U is to treat the nodes as links and the amc as forming inter-
T r change hoses. For example, the thickened lines in Fig. 3

(can bo' considered to represent the intehane box with

w ifl;o1% 2 311(] 0 (compare this to Fig. I1. In tris Case the
i'hnan imaplementat ion would have the same struc-

6r as speeified here for the cut assumning a bidire
I ionl network). This interpretation is illustrated in Fig.
l 111 nd-o. E~ach of the arcs labeled a through d in Fig. 4b

7 7 a(-% as a erospint switch in Fig. 4c. When viewed this
%:iv. the roirt ion of the graph within the dashed lines of

COLUN 3 1 0Fig. 1,loehaves as a Mx crmsbar or interchange box. If a
COA'N 2and dare "on," h straight setting is obtained; b and c on

%TA(;l. 2 10 corresponels to exchange; a and be on corresponds to upper
broPadvast; and e and d on corresponds to lower broadcast.

Figure 3: Graphical representation of the Generalized ('enlil occurs if a and c or b and d are on at the sme
Cube network for N=R. finie. A third poss-ible interpretation of the graph in Fig. 3

_____________________________________ l o equate nodles with Mi interchang boxe and ae
with links. In that caw, Fig. 3 wouldreprset a smise

a N = Ift (;eneralized Cube network. This interpretation wi
'..> "'nopt lie dlisrumied further in this paper.

The' graphical representation of the ADM network
lFig. 2) i% shown in Fig. 5. Since there are multiple paths
fromt input tn output, thi% is oot a banyan graph. Thi

(a) _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

0 , ,0

d2 2
0

(b) % ,

a 01E %1 4 11
-C -

a %-- 6

A (c) 7

Figure 4: (a) A node from the graph repreenting the Gen-
eralised Cube network. When equated with a switch, COLUIMN 3 2 1
input a or b can he connected to output e or d. (b) Four SA
nodes fromuthe gralih. When thec, a, be, ad d, ame A(2I0
equated with switcesa, a 20l erossharis obtained. (c) The
components of a emrobr that corepod to the graph In Figure 6: Graphical reprieeiiiiain of tho waumsteM d
4b). manipulator far N=8.

61'
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held for the duration of the communmication. Circuit
* * .,, . . ,, switching 6 often used when proctvtiors are connected to

the netuork inputs and menmories are connected to the
outputs. Designs for circuit switched interchange boxes
have been discussed in 10, 22, 361. In packet switching,
niessages are decomposed into packets which each make

0 their way front stage to stage until the output is reached.
Thi nivi od is often used in configurations that connect

N *~. proct-ssng clenicnt 1processor/aniory pair) j to input j
~. and output j of a unidirectional network. Packet switched

U .t. network switching element designs have been discussed in
T r II

lin the remainder of this paper, implementations will
he cliscussed primarily in terms of packet switching.
Circuit %%% itchbed versions can be obtained by !eplacing "ny

7 -j queueb shown with busses. Other than this, remaining
differenc.v. are in the control *ogc, however the logic is
shownm only at the block diagram level. Only key elements
of the implementations to be discussed are included since

STAGE~ 2 10 many variations of the basic designs are possible. For
more dlet oil see 111, 22, 4 11.

Figure 6: Implementation of the augmented data manipu- C. Generstli-ed Cube. Fig. 7 shows two designs for a Gen-
lator for N=8 when the graph of Fig. 6 is interpreted with cralized Cube switching element. Fig. ?a reslts when
arcs equated to switches. switches are ecjuated with nodes ia the graph (this

corresp onds to I igs. 4& and 3). One of the two input, is
grp ca eotie yadn tedse ie hw eleced depending on the requests (if any) received by the
to the graph in Fig. 3. When switches are eqluated with (ethl fte oto oiwihhnlsaynee
node's, the network depiction in Fig. 2 is 'Pltained. Whe~n arbitration. A single output link is shown, but it is to be
switches are equated with arcs, the network looks like that
shown in Fig. S. In the figure, two nodes directly
connected by a solid line between stages are represented I
bjy a bsgle node in Fig. S. Note t hat the labels on cand.
mror id c, ,anections in both Fig. 5 anti Fig. 6 are attachedN
t, e saine arcs (links) in the network. This second type MIX.

(of inolesnentat ios is examined in [M], where 1.81 packet-
tagf network building blocks is discussed.

Tough the same ADM network 6s represented, Pigs.
2 and 6 lok rather different. D~epending upon which
representation is chosen, a comnparison with the General-
ised Cube in Fig. I could produce different conclusions. uoNvrttCONRO
Comparing Figs. I and 2. one might conclude that, in %K.NAI.S SONTRLl
addition to having an extra column of switches, the ADM
has twice as many switching nodes and three times asI
many links as the Generalized Cube network. It would be
easy to decide that the AD)M network is considerably moreta
ex pensive. On the other hand, comparing Fi I and 6 it
appears the only difference is N extra links ha intercon-
neet switches within each ste of the AD)M network. The
latter comparison is more accurate because the network
depictions of Figs. I and 6 are based on the same inter e- ()X
tation of the networks' respective graphs. Thus, wen
making comparisons, it isimportant toeither coMpare 1
graphical representations or consistent interpretations of 'I
those graphs. In the next section, the latter is doe for U. QUmKUK :
both interpretations. This is so the resulting implement. 1'_
tiouas can be compaired a well.

IV. Cost Comparlson
A. Iulrodertieui. The purptive of this setion IS to comparO-
the cost of the Generalized Cube network to that o? the
ADM network. To do this, implementations of each net- SINL OTO
work are examined. Since two basic implementations areSINL
possible for each network, to be fair, only implementations
corresponminlg to the sae graph interpretation wre corn-(b

trdLwe Reulrin. There are two basic ways to
multistage networks. They can be crut Figure?7: Implementation of Geseeslized! Cube switches.

= rpacket switched. In circuit switching, a town (a) nod* x;witch iterpretstlon. (b) are = sitch
plnt. pah is establiedei firom input to output and must he interpretation.

* 617
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connected to two other switches as shown in Fig. 8. A bit t T

in the routing tag is examined by the control logic which
then determines to which switch a request foir access
-should be made. The (right halt of the) control logic main-

lantteqee nepetthe routing tagenerates S--AL
access requests, and receives grants for acess requests. e--

Switches that implement nodes in column 3 of Fig. 3 only *rn
contain hardware to the right of the dashed line in Fig. 7a.of
Switches that implement column 0 nodes only contain \1.vrWE(Nh.%iVs
hardware to the left of the dashed line. A detailed design
of this type is discussed in 1291.

If arcs in the graph are equated with switches, them
four arcs form a WI crowsbar or interchange box (see Fip. Fjigure 0: Implementation of augmented data manipulator
4b, 4e, and 1). An implementation for this is shown in Fig. switches. ( a) node = switch interpretation. (b) ate
7b. Here two input queues are required. As long ana switch interpretation.
given queue is not full, incoming packets for that queue ________________________

wlbeaccepted. Logic is required tohnsae with
other interchange boxes, maintain two queues, and inter. from equaling the nodes of Fig. 6 with switch.e. Is this
pret the routing tags at the head of each queue. This logic design, the multiplexer selects from sang three input
only interprets the taps in order to request the desired set- links and the output link is connected to threeote
tin p for the multiplexers. Logic associated with the tiul- switches. The control signals shown on the upt iei
tiplexers performs any necessary arbitration. It Wlo Fig. On are used to determine which of the switche in to
makes appropriate requests of other interchange boxes read the dsita from the output link. A broadcast is per-
once the multiplexers are set. Dillerent protocols and lornied by s.lectiong more than one switch. The bick rout-
design variations for this type of switching element are dip- ing tag scheme for the ADM network 1241 rqires the
cussed in 1221. The performance of networks implemented rout ing tag logic to examine two bits, soit is lly more
with these interchange boxes hasl been studied in 11l, UlI. complex than that required in the Generalized Cube. As

The eqialence of two networks implemnented with with the Generalized Cube, the switches implementing
the two kinds of switching nodes is illustrated in Fig. 8. nodsis in columns 0 and 3 of Fig. 6 only wire the logic to
Four of the swtchin elemnents shown in Fig. 7& are eon- the left and right, resptetively, of the dad lise in Fig.
mected as prescribedby the raph in Fig. 8. It can be seen a
that the hardware within the dashed lines is identical to If arcs arfe equated with switehles, an nhetio
that shown for the interchange box in Fig. 7b. The similar to Ithe interchange box In obtained asshw is Fig.
handshaking lines (directed deshe ie)soncnet Oh. Here, however, the outputs fromn the queues must be
aug control units are equivalent to internal connections connect ed to mull iplex ers in two other sw~iting lmnt
between the tag interpretation and queue control logic and (" shlown in Fig. 6) via infre-slate busses. ffimrly, the
the arbitration and output request logic in the control unit two mull iploxers shown here must aeeilt connections
of Fig. 7b. It is thus apparent that the same total amount from the queues of two other switching elemients. Two
of hardware is required=o either implementation, but that control signals must alW aceompany each of the latin-
the two graph interpretations lead to different network stage bussesi.
buildingb loc o ackaging. fo the components. E. Clat"Peen. 'An approxhimat ecod apus
D. Augmen~ed Die. Mneslile. Two I meatos between the Generalixed Cu be anid tde ADM ntwoa teas
for the ADM network mre shows in rig. 0. Fig. Ona results he made by comparing their respeetlY.e swio hin elsn..

613
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Since the choie is arbitrary, Figs. 7& and ga will be com- V. Robuotss A Comparison Of Dgrad a s
pared. Both require a single queue. If the cost of the Under componeat ailure
queue and its amociated control logic dominates the cost of In this section, the robustness of each network is
the switching eleaent, thea the ADM switch will cost only measured by removing a single component (hik or switch)
slightly mire ths a Generalized Cube switch. On the and counting the number of input and output ports that
otier band, for a circuit switched implementation, the are affected. An input port is considered affected if it
multiplexer and control logic in an ADM switchin ele- cannot send a menage to all output ports. An output port
meet winl east aout 06 more than that require in a is considered affected if there a at least one input port
Generalized Cube switching element, from which it cannot receive messages. Since the number

The perspective changes somewhat when implement- of ports affected varies with the location of the removed
ing thes our designs in VLSI is considered, link, averages are computed.
Input/Output (1/0) requirements and logic/pin ratio The average number of affected ports is calculated for
become impott considerations. For constructing a both implementations of each network. These calculations
Genenlized Cube network, the interchange box in Fig. Tb are performed using two different rules for counting
is a better choice than the switch in Fig. Ta. The inter- affected ports. The frst rule requires all I/O ports to be
change box (Fig. 7b) has approximately 33% more pins considered. Under this rule, it has been shown that some
but a itely 100 more logic than the switch (Fig. permutation connections can be routed around a faulty
7a).For the ADM network, the logic/pin ratio is nearly link in the ADM network, but this is not true in general
the same for both of the designs in Fig. 9. The design in 1331. The second rule allows "severely' affected ports to be
Fig. Ob has approximately twice as many pins and twice as disabled and thus no included in the count. This rule
much logic as that shown in Fig. ga. The extra links that takes into account a practical system response to a net-
give the ADM network its superior capabilities over the work fault: the disabling of some components so that
Generalized Cube require a larger number of pins on the operation can continue, but in a degraded mode. This is
VLSI chips being considered. feasible if the network is used for asynchronous communi-

The design of Fig. Tb and that of On have approxi- cation by cooperating processors (MIMD mode). If the
mately the same number of pins. If this number of pins network is used in a synchronous mode to perform permu-j due to the data path width) is near technological limits tation connections (SIMD mode) disabling some com-
land thus the design of Fig. 9b will not fit one chip), then ponents is not feasible. Thus the following aalysis applies
the Generalized Cube interchange box is superior due to only to use in MIMD environments. The second rule is
the logic/pin ratio. Assuming the cost of two chips with implemented as follows. Referring to the graphs in Figs. 3
the same number of pins is about the same, an ADM net- and 5, if a straight (or horizontal) arc at level j is removed,
work would be more than twie as expensive as a General- then input port j and output port " are disabled. If links
ized Cube network of the same size (when realized with are equated with arcs, one pair of I10 ports is disabled. If
these two respective chips). The logic/pin ratio of the switches are equated with arcs, since two straight arcs are
ADM chip (ig. 9a) can be improved considerably by included in each switching element (Figs. Tb and Ob), two
ii .plementing extra capabilities the ADM network is pairs of 1/0 ports are disabled. Thus in Figs. I and 6, the
kn &.. to support 123, 2.11. T'hese capabilities include I/O ports whose addresses crrespod to the output labels
dynamic rerouting of blocked messages and stage look- on a given switching element are disabled if that switching
ahead with rerouting for blockage prediction. None of the element fails.
additional features requires any extra pins. The additional The results using the first rule ae shown in Table I
capabilities are possible because of the extra paths and using the second rule are in Table l1. The derivations
between input and output and thus are not available for

* the Generalized Cube network.
As advances in packaging technology continue, the Table I: Average number of affected I/O ports in the Gen-

cost differenee between the Generalised Cube and the eralized Cube and ADM networks when links and switches
ADM will narrow considerably until the ADM is more are removed. All ports are considered. Node=switch
cost-effective. To see th, examine Fig. 6. The larger the inplementatmon corresponds to Figs. 3 and 2. Arc=switch
number of switching elements (of the type in Fig. Oh), in implementation corresponds to Figs. I and 6.
the same stage, that can be placed on a single chip, the
more intra-stage bus escan be internalized. This reduces Node = Swi Are = Switch
the 1/O overhead of the extra links. If a whole stage can Failure Link Switch Link Int. Box
be placed on one chip, then the ADM network requires the ' (_9d (M N 4same number of chips and connections between chips a (Unerslird Cuw :1 4- 4-
the Generalized Cube network. The assumption here is 0 +1I s

that the chip circuit density is not sullicient to support a AI)N 14+ -i IN+ a___ 2N+ 4e-4
erossbar but it will accommodate muore logic than one a N+ +1 a+
stage of a Generalized Cube requires. The ADM network's Cube/AlM 24 so 4 ,4
structure thus fill a gap between the cube type networks
and crosbars. Until very large portions of an interconnec-
ion network can be placed on a single chip, it is clear that Table II: Average number of affected I/O ports in the Gen-the ADM network will be mor sivep to impklment eralized Cube and ADM networks when links and switches

than the Generalized Cube, though the difference will con- are removed. Severely affected ports are disabled and not
tine to decline. Thus, it is Important to determine the counted.
networks' cost-effectIvenm. It has already been pointed NO& Sw= b Ane Siwich
out that the ADM's capabilities are a superset of the Gen-
eralized Cube's. Anotber factor that is becoming more aillrt. .ink Switch Link let. 1tm

important as the construction of enornmus systems is con- ('rnpalisrd 'ul. ) IN-" j4.q-tm-4
sidered, will be discussed in the next section: robustness or
inherent fault tolerance. AJ6 o o 9 o
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of all the results tabulated here are too lengthy to include, from, each class: the Generalized Cube and the Augmented
but can be found in 120). As an example of how the values lDal:t Nianipoilator (ADM). From a straightforward
are calculated, consider the case of a link failure in the eciiIparei~an, it appears that the ADM network is moreADM4 network, implemented by equating nodes with cONsily, b~ut more powerful. This paper has attempted to
switches. Assume the link is in stag se i i. %). If the quantify the differences in implementation costs by consid.
link is non-straight, none of the 1/0 ports are alfected ering comparable implementation models for both net-
since the routing tag scheme in 1241 can dynamically works. F'urthermore, using a graph model as a basis, a

ex l, a path from input I to output 7 is'+ 22, + 21, 3erived
str , wichuses the + 21link in stage 1, between

switches 5 and 7. If that link is bad, the message ran route Referemem
straight. -2', straight and avoid it. If thiq bad link is a IlI C. It. Adams Ill and It. J. Siegel, "On the number of
Straight link at level j, then there are 21-1-1 input ports pruain efral yteagetddt
that cannot send a message to output port j (namely those lemtlin efral yteagetddt
ports whose low order i bits of their addresses agree with mnuipulator network," IEE'E Trans. Coup., Vol. C-

j'J .this cas, output port j is the only output port that .31. pp. 270-277, Apr. 108.
cannot receive messages from all input ports. This fact is 12) C. B. Adam% IlI and HI. J. Siegel, "The extra stage
a result of the properties derived in 1241. For example, culse: a fault-toleirant interconnection network for
suppose the straight link in stage 1, level 4 (in Fig. 2) is smpr;veruis," IIEAE Trans. Comp,., Vol. C31, pp.

bA. Output 4 will be unable to receive messages from 41i3- I5 1, May 11)52.
inputs 0 and 4. On the other hand, all the other output 131 1). 1.Arwl Tsigadfuttlrneo utsports are unaffected. Even though the + 22, straight, + 2 I.Arwl etn n futtlrneo uts

*path from input 0 to output 6 includes the bad straight tage interconnection networks," Computer, Vol. 15,
link, a message can simply take the stratight, -21, -20 path. pp. 41-53, Apr. 1052.
The average number of 1/0 ports affected by a bad straight Ill C. A. Anft'rsun, and E. D. Jensen, "Computer inter-
link is calculated as: connfect iona st ruct ures: taxonomy, characteristics, and

*- (2-'' + 1) =- (2i + 1) = N + n - ex nnpleq, A CM C'ompuing Surwes, Vol. 7, pp. IV7-
n1 a a 213, Dec. 11)75.

Since the failure of a + 2i or a -2i link does not affect any 151 C. 11. Barnes and S. F. Lundstrom, "Design and vali-
1/0 ports, if link failures are equally likely, then the aver. dat ifn of a connection network for many-prcso
age over all links is one third of the above value, mull irrocessor systems," Coemputer, Vol. 14, pp. 31.

In Table 1, the ratio of the average number of affected .11. D~er. 108 1.
1 /0 ports in the Generalized Cube to those in the ADM is 161 K. K' Haitcher, "STARAN parallel procovsor x-uttm
computed. Regardless of network size, in the implements- hardware," AFIPS 1074 Not?(... ron", NI. y
tion in which switches are equated with nodes, a link 17,p.4540
failure in the Generalized Cube setookl dfeeia six times117,p.4-10
as many ports, on the average, as a link failure in the 171 K. [-,. Batcher. "The Rlip network in STARA3, 1976

*ADM. For all the remaining types of failures and imple- Int . Cn/f. Parallel Pro. Aug. 1076, pp. 66-7 .
mentations, the ratio is two. 191 F. Itrigg%, et. al.. "PUMPS architecture for pattern

The measurement using the first rule is a very conser- analysis and image data-base management,' Proc.
vative indication of the robustness of the ADM network. Pattern Ree. and Image Proc. Con):, Aug. 1281, pp.
Table 11 shows that under the second rule, the ADM net-
work 's very robust. When one or two pairs of I/O ports
are disabled after the failure of a link or a switching ek- 101 L. (imimiera and A. Serra "Modular interromnectaas
meat, respectively, all remaining 1/0 ports are umoffected. networks with asynchroon control,' 141A. Annual
A failure can eliminate one path between given unaffected! II01F..4 Ist. ('ins) Sdr., Jan. 1981, pp. 210-218.

*1input sad output ports, but routing tag methods exist for 1101 A. K. Dripain and D. A. Patterson, "X-tree: a tree
avoiding such faults by using an alternate path (so in the structured multi-processor computer architecture,"
example of routing from input 0 to output 6 above) (241. SIh Annual hIt I. Syusp. Comp. ArtA., Apr. 1078, pp.
(A method fo imp roving the robustness of the Generalized
Cube netwok byad ding one extra stage has been451

axlre nayi assume thttefilrDl). NM. D~ian and J. R. Jump, "Analysis and simulationThis aayi euethttefiueoon mof buffered delta network-," IEEE Trust. Comn,., Vol.ponent is independent of the failure of any other conm- C-30, pp. 273-232, Apr. 1981.
ponent. If all or a large part of one stage is implemented
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